
d 

1 

125 Tower Drive 
Burr Ridge, IL 60527 

630.734.5000 
railslibraries.org 

March 21, 2025 

TO: RAILS Board of Directors 

FROM: Monica Harris, Executive Director 

SUBJECT: 8.3 Ethical Artificial Intelligence Policy 

The RAILS Board Policy Committee met on Thursday, March 20 and reviewed the attached Ethical 
Artificial Intelligence Policy. This is a newly developed policy related to the ethical usage of generative 
artificial intelligence (AI) by RAILS staff. The development of this policy was requested by members of 
the RAILS Board.  

RAILS recognizes that artificial intelligence is an emerging technology and will comply with all applicable 
statutes and regulations related to the use of artificial intelligence.  

This policy has been reviewed by legal counsel and the RAILS leadership team. If the policy is approved, 
it will also require the creation of a procedural document to address specifics related to the use of 
generative AI. Due to the rapidly changing environment related to generative AI, it is recommended that 
the policy committee review this policy annually. The RAILS Board Policy Committee approved the draft 
policy as presented and voted unanimously at their March 20 meeting to approve it for 
recommendation to the RAILS Board.  

I look forward to further discussion at our March 28 meeting. 

Agenda item 8.3
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ETHICAL ARTIFICIAL INTELLIGENCE POLICY 

Purpose 

The purpose of this policy is to set forth requirements RAILS will observe when acquiring and using 
 RAILS recognizes that 

necessary in adherence with the recommendations and requirements of state, federal, and local 
 

Scope 

This policy applies to all employees of RAILS  

 

functionality within systems, that use large language models, algorithms, deep-learning, and 
machine-learning models, and are capable of generating new content, including but not limited to 

systems capable of ingesting input and translating that input into another form, such as text-to-
licy document includes principles that apply to AI technologies 

 

 

Principles describe general codes of conduct that represent RAILS values and are aligned with our 
responsibilities to the members RAILS employees in their 

RAILS employees shall adhere to the 
principles and requirements outlined in this policy and will be held accountable for compliance 
with these commitments

 

Innovation: RAILS recognizes that there is value in generative AI, but there are also risks, not all of 

emphasize control and understanding of these tools while we develop new uses in service of our 
  

Transparency: The purpose and use of AI systems should be proactively communicated and 
its operational model, and policies that govern 

its use should be  

Accountability: Roles and responsibilities govern the deployment and maintenance of systems, 
 

Bias and Harm Reduction and Fairness: RAILS acknowledges that AI systems have the potential 
to perpetuate inequity and bias resulting in unintended harm RAILS will evaluate AI systems 
through an equity lens for potential impacts such as discrimination and unintended harms arising 

 Employees shall not use AI 
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technologies to discriminate against any individual or group based on race, gender, age, religion, or 
other protected characteristics  

Privacy: RAILS values  
RAILS works to ensure that policies and standard operating procedures that reduce privacy risk are 
in place, and are applied to the AI system throughout development, testing, deployment, and use 

 
processed by AI systems unless there are reasonable assurances it will be treated with utmost 

 

Security and Safety: Securing our data, systems, and infrastructure is important to RAILS  
 

RAILS systems, through protection mechanisms to minimize security risks to the greatest extent 
 

 

All images and videos created by Generative AI systems must be attributed to the appropriate 
 

image or video  

 
 

 
product, or if any amount is used for an important or critical function, attribution to the appropriate 
AI system is required via comments in the source code and in the  

 
 

-  

The Director of Technology Services is responsible for  
may be imposed in coordination with individual department directors and managers -
compliance may result in department leaders imposing disciplinary action, restriction of access, or 

 

 

In addition, a detailed procedural document and regular 
 

 

Conduct and Work Rules 

Confidentiality  

Internet Safety Policy  

Identity Protection 

Use of Electronic and Telephone Equipment




