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Our Disaster Recovery Plan
Something Like This...




IDENTIFYING THREATS

e “Act of God”
— Tornado, Flood, Fire
* ”Act of Evil”

— Break-ins, Hacking, Physical Damage,Viruses
* “Act of Error”

— Accidental Deletions, Hardware Failure, Software Glitches
* Loss of Services (could be caused by above)

— Internet, Power, Heating/Cooling, Phone, Building Issues



 Risks with Provided Services:
— Internet
— Phone
— Power
* Risks with Created Data
— Corruption
— Loss
* Risk with Owned Systems
— Errors or Corruption

— Failure or Loss




RISK ASSESSMENT: An introduction

Likelihood s described using the table below

RATING CHRITERLA
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Tabie 2. Lielthood

Use the risk matnx to determine the risk rating
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A GOOD REGOVERY PLAN INCLUDES

Monitoring

— Systems need to be actively monitored

Recoverable Backups and Systems

— Systems need to have data backed up

Redundancy

— Systems need to be redundant to mitigate risk of device or service failure, having failover devices
and services is important to ensure uptime.

TESTING

— I’'m going to say this a few times.




“Risks need

to he monitored
s0 that management
can act
promptly if and

when the nature,
potential impact,

or likelihood

of the risk

Author Norman Marks in "World
Class Risk Management” (p_ 1791 ¢

imegflip.com




GCOST OF DOWNTIME

« RESEARCH HIGHLIGHTS:
* Data loss and downtime costs enterprises $1.7 trillion'

» Companies on average lost 400%? more data over the last two years (equivalent to 24 million
emails? each)

* 71% of IT professionals are not fully confident in their ability to recover information following an
incident

* 51% of organizations lack a disaster recovery plan for emerging workloads*; just 6% have plans for
big data, hybrid cloud and mobile

* Only 2% of organizations are data protection “Leaders”; | 1% “Adopters”; 87% are behind the curve

* China, Hong Kong, The Netherlands, Singapore and the US lead protection maturity; Switzerland,
Turkey and the UAE lag behind

» Companies with three or more vendors lost three times as much data as those with a single-vendor
strategy

https://www.emc.com/about/news/press/2014/20141202-01.htm



A DISASTER PLAN IS ABOUT

* Ensuring Redundancy and Recovery
* Planning and Preparation:

— Risk Management

— Risk Assessment

— Risk Mitigation

— Business Continuity
* If a Disaster Occurs:

— Response

— Relief

— Recovery

— Restoration




SERVIGES: INTERNET AND PHONE

* Internet is a core component for day to day operations
— Connecting to an ILS
* What makes up your connection to the outside world?

* ISP = Internet Service Provider




Having two different internet connections across two
different modems will help mitigate risk of a Service
Provider Failure

Other considerations include hardware failure and

redundancy. Having a spare firewall (or using two firewalls
to load balance) can help mitigate risk.

i/

“INle have to s}gy chewing the
internet cables  Vowen

C

Most latest gen firewalls are able to

Usually pick two different mediums: handle two internet connections and
Cable “round-robin” and do “failover”
Telephone

Satellite



* Having Battery Power Supplies / UPS for
your server and network equipment can
help ensure uptime

— Time for Generators to kick on

— Gives you enough time to power down
the machines versus an abrupt power loss.

* Have generators if your business requires
you to have power in your building
consistently.

— If you are considered a shelter or a
heating place it should be a requirement.

“YOU THINKYOUR
MEMES™

a-f'f..r

- g LS e \
GIVE YOU'POWER OVER ME?

Memegenerator.net



CHOOSING A BATTERY BACKUP-
CONSUMPTION

* How much power does your devices
consume!

— You can do the math using server tools
that measure consumption of power at
peak times.

— You can also get a watt meter and test

average consumption over an extended
period of time.

— Some fancy rack mounted power strips I 1
have power consumption built in. .




CHOOSING A BATTERY BAGKUP-

LOAD TIME

* You will want to make sure your UPS can
power your network long enough to get
what you need to get done (in terms of
powering down) or length of time for the
generator to kick in.
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CHOOSING A BATTERY BAGKUP-

FEATURES

* Power supplies should be plugged into
your network

— To give you real time reporting of load (so
you can add more UPSs if need)

— To tell you battery health
— Sending alerts at thresholds
* Power Failure

* Over usage

* Battery is almost drained

Symmetra RM 6000: APC

@ online

Quick Status

Load in Watts Battery Capacity

\! 80.5 % \! 100.0 %

Input Voltage:
Cutput Voltage:

Runtime Remaining:
Last Battery Transfer:

Recent UPS Events

204.4 VAC
211.3 VAC

44 minutes
Due to software command or UPS's test control

Date Time Event

05/13/2010 08:06:49 UPS: Restcrgd the local network management interface-to-UPS
communication.

05/11/2010 10:06:14 UPS: Passed a self-test.

05/11/2010 10:05:41 UPS: Started a self-test.

05/11/2010 10:05:37 UPS: The output power is now turned on.

05/11/2010 10:01:34 UPS: The number of batteries decreased.

More Events >



DATA IS EXPENSIVE

* Financial Records for 7 years
— SOX ( Sarbanes—Oxley Act of 2002 )
* Cost of a “data record”

— On average, the cost of such a record containing is $363 (and also employee
records are known to be this much if including social information

— At the end of May 2015, the Ponemon Institute released its annual “Cost of Data Breach Study.”
Researchers estimated that the of each lost or stolen record containing sensitive and
confidential information was $154.

— Verizon has the concept from a per-record perspective, claiming an average cost of just 58 cents for
each lost or stolen file.
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WHAT GAN HAPPEN TO MY DATAS

* It can be corrupted!
— Someone makes changes to a file. Accidental deletion, purposeful manipulation, script goes rouge.
— Can impact system performance

* |t can be lost!

— Server goes down, disappears, etc.

— Spreadsheets, employee files, payroll, flyers, data about events

— Website Data, Catalog Data, Hosted Applications...gone!
— Email!

* Hardware failure




WAYS TO BACK UP

Backup type Data backed up |Backup time Restore time Storage space
| Full backup All data Slowest Fast High

i Incremental | Only new/modified Exyst Mot
Fil it et | OwWest
| backup® files/folders

(v 1)
-

| Mirror Only new/modified
| backup files/folders
 *recommended backup type

Fastest Fastest Highest




CALENDAR

Monthly Full Back Up

Hourly/Daily Incremental Back Ups
Weekly Differential

Back Ups should also be stored off-site.
— Either Weekly Differentials and/or Monthly Back Ups

— This fixes the “what if the place was taken out a storm”




Inexpensive

Fastest media for backups

Easily portable

Readable on variety of computers

Backups are more automated and
controlled.
More Security.

Can be remotely monitored with ease.

Inexpensive
Durable

Easily portable
Reliable

Off Premise by another group.

Outdated Media:
USB Flash Drives
Optical Disks

More fragile than other media
Ruggedized versions available (pricey)
May require special power supply

Can be more expensive depending on automation.
Requires setup and network configurations.
Bandwidth

May require the NAS OS to read if NAS
Hardware Failure

Expensive

Compatibility issues

May require additional software
SLOW

Expensive and less control of your “data”

*Solid State Drives would be more expensive but less risk of hardware failure (no mechanical parts)



RAID Level Comparison

Features RAID O RAID 1 RAID 1E RAID 5 RAID 5EE RAID 6
Minimum # Drives 2 2 3 3 4 4
Data Protection Mo Single-drive Single-drive Single-drive Single-drive Two-drive
Protection failure failure failure failure failure
Read Performance High High High High High High
Write Performance High Medium Medium Low Low Low
Read Performance MN/A Medium High Low Low Low
(degraded)
Write Performance MN/A High High Low Low Low
(degraded)
Capacity Litilization 100% 50% 50% 67% - 94% 50% - BE% 50% - BB%
Typical High end Operating Operating Data Data Data archive,
Applications workstations, system, system, warehousing, warshousing, backup to disk
data logging, transaction transaction web serving, web senving, high awvailabilit
real-time databases databases archiving archiving solutions,
rendering, very servers with
transitory data large capacity
requirzments

RAID Features and Performance

Cormparison of RAID levels from the RAIO Advisory Board.

Cornrmarn Dizks |Data Diata M= rurn
Marne Description  [cost] |Reliability Transfer Y0 Rate
Data is lower than  |wery high wery high

m distributed N single disk for reat_ﬁ|
across dishs and write

Disk inthe array.

S Mo redundant

Striping |info provided.

NI data ZH, hlp%her than |R:higher |R:upto2x
replicated 3N, |RAID 2, 3, 4 |than zingle |zingle disk
on M etc, |OF 4, dizk

Mirraring| separate disks. lower than & WAf: zimnilar
M 1= almost Wit gimilar tofto single
always 2. single disk [disk
Data iz H+m |much higher | highest similar to
Elrcrteu::ted by than single 2

arnmning code. dizk; single disk
Redundant info mmﬁarable
distriboted across [0 RAIO
rn dizks ol
[ =nurnber
of datadizks
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E Each data M+ |much higher | highest sirnilar to
sector iz than single £ :
subdivided disk single disk
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Transfer |acroszll data f.;. 'EEiEE

Disks disks. Redundart (2, dor3

; info mormally

with stored on dedicated

Farity parity dizk.

Data sectors +1 [much higher [ R: similar R sirnilar
distributed as than zingle |to dizk to disk
withdiskstriping. disk; striping striping
Redundant irfao comparable

stored on o EID W much W much
dedicated or lovwer than | lower than
parity dizk. single disk [single disk
Data zectors W |puch higher | B simnilar R sirnilar

E distributed as than single todizk todisk
with disk striping.  |dizk; striping striping
Redundant irfo comparable
interspersed with o EID s [ower W usually
user data. or than lower than

single disk |[single disk
b= RAID += |Ri R =irnilar R sirnilar

E Level 5, bt W+ [highest tadisk todisk
with additional striping striping
independert!y
cornputed s [awer Wit rnuch
redundant info. than RAID S Iﬁ:ﬁ*:'irarghan




* “Personal Cloud Storage” devices

— Western Digital EX series
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* “Personal Cloud Storage” devices

— QNAP
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' E
“ - |
H_Md\fmlt_ingstomge »
Storage Name Username (if needed): Host's IP address Port:
i | 2260 Ii,
Type Password (i needed): Taget
[ isCs| | =
isCs| Verify Password: : .
reeey | GetListof Available Targets
— Select Target — v
e Unitrends ot l ,
LUN:
o Ii.'
|| GetListof Available LUNs
- Sehect LUN — A4 )

— Enterprise Level Back Up

= | ) confim | | P cancal

- T F

RESET = |

Rapid Recovery: Integrated. Simple. Tlegant.

12-100-00034
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Acronis My backups 165848cd-0287-11e2-8cfa-806e6f6e6963

Backup o You can only recover data from this backup. To create new versions, recanfigure the backup.

{3d4829cc-5068-42d7-a58

{e38fb16d-651a-43cb-b77 LAST BACKUP TOTAL S1Z€
EAVirt 3] : Saturday, November 03, 2012 7:16:59 PM 48,01 MEB
07 23 06 c data recordings
i 165848cd-0287-11e2-8cfa
o o
_— 165848ce-0287-11e2-8cfa- -

@9
ol \ VHD External drive

Clean XP Hard Disk

+ ADD BACKUP @ OPERATIONS W O RECOVER DISKS Q RECOVER FILES




REPLICATION

* You can also replicate your servers (with all of its data) to multiple locations.
— This isn’t the best for protecting of “corrupted” data
* |E Crypto Locker
— However this offers redundancy!
* Replication is running the exact same server environment on different:

— Hardware (preferred)

— VM (less preferred)




[ @ vsphereWeb Client % YL\ | - o .

w
&« [ =il B https://vcenter01.itdvds.local/vsphere-client/?csp#extension| Jcom.vmware.hbr.client.site.monitor.outgoing.replicati: =

vimware: vSphere Web Client  #= Updated at8:44 AM ) | cknox@TDVDSLOCAL ~ | Help ~
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A VCENTEROTitdv.. | Getiing Started  Summary | Monitor | Manage Related Objects
| 8 | & =]
(@ VCENTEROitcvds local

FPhoenix
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[ phxesxio itdvds.local Outgoing Replications Virtual Machine Status Target VR server Test Status
[ phxesxio2. itdvds.local Incoming Replications 7 Serverdd & 0K [E VCENTER.. [ SDG-vSp..

%Sewerm Reports [ SERVERD4 @& OK [Eo VCENTER.... [& vSphereR...
G SERVER04

| izsues | Log B!ewserl Senvice Health | Tasks | Events | System Logs I vSphere Replication

i_’?: ssauboid Ul 3o (o) (i

Suuey (£)

'CENTEROZ.itdvils loc
SanDiego
w» [l sdgCiustero?
[{] sdgesxi01 itdvds lacal i 2items [m~
GpPsco
& SDG - vsphere Repli.. | Replication Details | Pointin Time
% 5DG - vSphere Repli...
{3 SERVER02
G VCENTERD1 Vitisa) machines, SeTuei Last sync duration: 14 seconds
G VEENTERDZ Target site: CENTEROZ itdvds local

VR server:

vSphere Replication Appliance

Status: & OK Lastinstance sync point: 4/17/2015 8:31

Last sync size: 9547 MB
RPO: 15 minutes
Configured disks: 1 of1

Quiescing: Disabled

Network compression: Disabled

] (13) RecentTasks |
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https://cloud.google.com/sql/docs/mysql/replication/




AWS Global Infrastructure

GovCloud US West Us East South Europe Asia Pacific Asia Pacific

(US ITAR Regian) ;r.--:-..-r-.-_-:-f. [Nartherq America West Region Region
Califorma) Wirginia) {0 Pauio) {Dubling {Singapare) {Tokyo)

%o.&
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o o
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Scale with AWS Prp— ¥
* World-wide footprint T e
Elastically increase 5 5 s £ast (virginia)
B U5 West (Oregon) T
your ECZ, DB, No5QL -~ O s
etc B EU West (Ireland)

™ psin Pacific (Singapare)
* Ama Facific (Tokyo)
& South America (Sao Faul)

AWS Regions
O AWS Edge Locations

hnls S

2 s Taskes

Image Source: AWS

Amazon’s massive AWS outage was caused by human error

One incorrect command and the whole internet suffers.

BY JASON DEL REY | @DELREY | MAR 2, 2017, 2:20PM EST

- http://www.recode.net/2017/3/2/14792636/amazon-aws-internet-outage-cause-human-error-incorrect-command



DATA CENTERS

* Host your environment in someone else’s
data center

— Latisys
— RackSpace

* You rely on them to provide redundancy
and security
— However, if your network is down, you

have no way to connect to the data
center.




APPLICATION HOSTING AND BACK UP

* Two Layers
— Server Front End: Runs the “pretty” stuff like windows, graphics, and public facing display.
— Server Back End: Usually a “database”.

* It is harder to replicate databases, so most people will replicate front ends (for load balancing)
and back up the databases.




HIGH AVAILABILITY

Primary Site p—— Remote Site

Failovar

G | Source
f Server
b
2 "y
Source Vokme . Torge! Vol
VLT s B D00 5.'."'.:I: whngsolwane oo TP 3TN~ <s d ShET 8 Oves 3 Tty Tua i s -y i s

active synchronization, could be serving services. Cost can be high
periodical synchronization, DR tests needed. Low costs

Nothing here - just echo and some place to spin services; nightmare




MONITORING IS IMPORTANT

* Monitor your servers to prevent issues before they happen.Things to monitor for:
— Network Drops (means it can be device failure or network issue)
— Temperature of Devices (prevent overheating)
— Server Processes (if a server is running to high for too long something could be wrong)
— Storage Space (running out of space can corrupt an entire system)
— Memory Usage

— Database Errors




Updated 02 Apr 2012 08:31:18 AM r=50

Servers/Devices
Group Overview

AllReports .  POF

‘wersion

Server Status Counts Monitor Status Counts
113 0K 0 Alert 4 Error 0 Other 925 OK 17 Alert 4 Error 19 Other

TEST-2 vERvEE) 0O & @ @ - )
voopoo-Hv | © ® ® ®l® ~)
i) O ) ) ~)
D2 9 9 9 0 9| |1 | @O0 @ & &
achiven? | @ | @ | @ o :[:@ P
wow | @00 (@] 110 o)
voopoo7-Hv | P | & | & & ' ' @ )
LOTSA Q& & @ & ' /) )
192.168.7.101| B | & | & ® © o @& )
192.168.7.102| B | & | & @ 0 @& @
192.168.7.103 | 3 | & | & ©  © o & )
192.168.7.104| & | & | & ® © o @ )




Hiost Seanss Tnoals Lanvles Siatus Tetals

Curroml Metwosk States
Lamd Updale i Sae das 1 1TIOSAZ CET D008
clp fmd awnrp I ancends

W i i 50 61 wo EE " . b J ¥ =

Leggnd i m g raEe

5 o 13 102
Display Fllbers: Service Status Detzils For Al Hosts
Hidll Biaiin Vs Bl
Hem Frpardian &g

Harwtir Shadem Topsardd] Erohienic
Sarabey Fiigamas  dhap

1'} -\:“I-I:ll-m b S AhITn By = He precssr morim s g rale fawrsd - DEITIESL

'l:r -i:-'l 052009 17 e B T Ty Sl B Nz preay mabming eaivfoerd - CRITICEL

2] nvincascrani SLOTI00N 10 T M A% 1 HP Saaris Shatur Bk e

m_i:-lm-:-:-n-u 1727 R TR IImTe 1= CRITICAL - So-ch Hinvasat affni 0 ywscn fe
[0 [EEEEG R T 1 CRITICAL - Flogn Hrved e ot 10 seaca g

nﬂaul mnl IJ:,.J [HIE e P ] Sap s 1 A8 id "h ¥ s 18 HE Iogiuirsi B 1Ead L i wee
[i1aL%] m“i:-l-ﬂh:l:ﬂl raa 104 T b Sery 1M 1= CRITICAL - Teckai Hmaeard #finr 1 aszenin
[

Eike i.3om 1Fimas 10d T ¥ ds s EHITIEAL - 1 gy il pod dfai 0 deans g
FUR i‘m"-"'r::' [-.Iﬂ W n Eni S0 300 77 5 e i 5 11m S8 = HF Sagarom glaree Dageataa
oy HALLOS 'MI-‘-“_-\.-'\-I [:'F]'nnku-nl- f-01-3000 17 50 2d SAh 8 T = HF & Siatar Degesdead
L MANES MhPf;“-ﬂ [J;i]--z-l O43004 1TT 8 SdiRAEm AW BE HP Bageras Siatse Fadsd
T B PITH: -ﬁﬂu-.‘-_-_n_«l [ ‘wearums 04300 1TEEEY R MRin I 5 HP Agari Slates D sgead sd

Demnt Log olrans W] e (5] ENENENN 101 1rE T idishaEe eSS iP Agqarie Slaiss Falsd

Confiquration

R W diom s g Sann Bibiied Basilapss




Pingdom Dashboard - Public Demo 202050 Klipfolia®

Pingdorm & Google Analytics: Site Speed Pingdom Check Summary (30 Days)
P Avg Response Time 528ms  My-Test-Server

e & 1A

0.44s Wi

“' Avg Server Response Time B8B9 ms et it

- wma
S 3 s 1.2%
99.87% e
Avg Redirection Time 147 ms Uptima
A e
. gl o aen ... -1.2%
54m:0s apsnion
Avg Page Load Time 4745 oounie
SR N - S wam e
Pingdom & Gaogle Analytics: Sassions vs Response Time
u4 * P WebSite
02/08/2011 06:48:27AM
ix
Overview . " - - - - : - -

Sep 11, 000 A%

Pingdom & Goagle Analytics: Load Time vs Response Time

W users.apievangelist.com lia + P Website

PagwLond Tioa 84) Pt Term {541 S Pagran T (64)
w blog.apievangelist.ocom
w fag.apievangelist.com
e forum.apievangelist.com 2 * * # ’ ‘ . E g b e b * * i " " 2 = 9 =
54 10,0000AM 15 Sep 14,0700 AN
w code.apievangelist.com
Pingdom Hourly Average Responce Time (7 Days) Pingdaen Chock History
. partners.apievangelist.com BoZiaerverTest My-Server-Test
" e k . = ; E
© reprsapevangerson || iA RN ULLIL
i L e L et
Show | 103 | rows per page
" ow 300 [ w00 100 wew woo nw Apri 21, 2016 0943 PH ™ At 112016 10:22 PM

e—— UL IIIIIIIII““IIIIIIIIIIIIII I

19 + 15 X1 ®3

Checks [ Dawn P

Pingdom Last Error

My-Test-Server

7h:56m:125

ver0)

Beta D52
54 Teat Sevpe X

D51 Sarvee A 1LIDEHALAE  DeISKASmILs

iR FISORIEN  THEIRI0mA

sesaraz

sar 4, 2018 D532



TEST YOUR PLAN

* Test Your Back Ups

— Do a recovery on a different server to
ensure accuracy and time how long it
takes to recover

* Test Your Redundancy

— Remove a network, server, and determine
if fail over occurs.

— Time these!

* Test Test Test.




DIFFERENGES BETWEEN...

* An Emergency Response Plan
— What to do immediately if an incident occurs.
* Business Continuity Plan

— Address the immediate response AND short and long term continued performance of essential
business functions

* While you make your disaster plan, you should work to mitigate as many risks, and then plan
for the risks you couldn’t mitigate.




LAYOUT OF A “DISASTER PLAN”

Step 1: Project Development and Initiation Phase

Step 2: Analysis and Data Gathering Phase

Step 3: Analyze Results and Select Strategies

Step 4: Design and Development of Policies and Standards

Step 5: Create and Implement Contingency Plans

Step 6: Plan Exercise and Training (Awareness)

Step 7: Plan Audit and Maintenance




TO RECAP

* Risk Assessments to determine what the risks are and how to handle them.

— Using the risk matrix; determine how much effort will be needed (and at what costs)
* Plans in place if there is some sort of failure.

— Using the options presented, what makes the most sense to you?

— Who are the contacts?
* Test.

— Most important part of the entire disaster recovery process.




LINKS!

Disaster Recovery Plan for <System One>

| SYSTEM |
OVERVIEW

PRODUCTION SERVER | Location:
Server Model:
Operating System:
CPUs:
Memory:
Total Disk:

System Handle:
System Serial #:
DNS Entry:
[P Address:

Other:

HOT SITE SERVER

Provide details

APPLICATIONS
(Use bold for Hot Site)

ASSOCIATED SERVERS

KEY CONTACTS

Hardware Vendor

Provide details

System Owners

Provide details

Database Owner

Provide details

Application Owners

Provide details

Software Vendors

Provide details

Offsite Storage

Provide details

BACKUP STRATEGY FOR
SYSTEM ONE

Total Loss of Data

Daily Provide details
Monthly Provide details
Quarterly Provide details
SYSTEM ONE
DISASTER RECOVERY
PROCEDURE

Provide details
Scenario 1

Scenario 2

Total Loss of HW

Provide details




STORIES

* Crypto Locker:

— Brought a business to a halt for three
days.

— Email Access Missing Back Ups
 Server Failure on Accounting Server
— Was right before tax season.

e SAN Failure

— Brought entire business down when
EMC drives failed and there was no
alerting set up (on a RAID).

I'm ready for my story
mommy.




QUESTIONS

e Brian Pichman

* Twitter: @bpichman




